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1. Aims

The aims of this practical are:

· To become familiar with a simple climate model, its structure, its inputs and its outputs.

· To begin to become familiar with the strengths and weaknesses of different model types.

· To recognise the difficulties inherent in simulating the climate over the past 150 years, given the uncertainties in both the radiative forcing and the climate sensitivity.

· To explore the impact of changing a number of physical parameters on the simulation of temperature variations.

2. Background

The simple climate model used here (from Shine and Highwood (2001)) should be regarded as an “educational toy”, capable of illustrating some of the problems in climate modelling, rather than helping to solve them. For the calculation of the evolution of the global-mean surface temperature it includes some of the main processes. One use of such a model was by Hansen et al.(1981)  in a classic early paper on the role of CO2 in climate change. The climate system is represented by just two numbers – the global-mean mixed-layer ocean temperature and the global-mean deep ocean temperature. Slightly more sophisticated versions of this kind of model (that, for example, distinguish between land and ocean and the two hemispheres) are still in active research use (Andronova and Schlesinger, 2000; Crowley and Kim, 1999; Lindzen and Giannitsis, 1998; Rowntree, 1998) and are used by IPCC  (IPCC, 1996; IPCC, 2001) to illustrate the climate change for a broader range of scenarios than is possible with General Circulation Models (GCMs).

An advantage of such models is that they allow a rapid exploration of the general behaviour of surface temperature to different forcings and model parameters. Indeed, the model used here can reproduce, to within 0.3 deg C, the global-mean surface warming at the time of doubling of CO2 for a wide range of rates of CO2 increases (0.025 to 4% per year) derived using the GFDL Coupled Ocean-Atmosphere GCM (see Fig 6.13 of IPCC (1996)).

However, it is important to bear in mind the limitations – and some of these limitations apply as much to the GCMs as to the simple models. A discussion of some of these can be found in IPCC (1995) (Section 4.7.3). Limitations include:

· The sole criterion for assessing model behaviour is the global-mean surface temperature. Attribution of climate change to particular mechanisms requires examination of for example,  the geographical or vertical pattern of temperature change, and other climate variables.

· It is too tempting to regard the mathematical best-fit between model and observations as being the “best solution” – this is dangerous for several reasons. One is that a similar fit can be obtained for widely different ranges of (legitimate) parameters; a second reason is that the observations of global temperature anomaly are themselves uncertain (a typical uncertainty being (0.1 deg C in the early part of the record and (0.05 in the later part (Folland et al., 2001)).

· These are no-surprises models – unlike GCMs, they are entirely linear.

· There is an assumption that all climate change mechanisms have the same value of climate sensitivity, (. The degree to which this is the case is he subject of active research – so far, it certainly appears a reasonable, but by no means perfect, assumption (compared to the uncertainty in the value of ( itself).

3. Model Formulation

The model simulates the global-mean temperature variations by representing the climate system by a two layer ocean. The upper layer is the so-called “mixed layer” (mixed primarily by the wind) in direct contact with the atmosphere. Strictly, the mixed-layer in this model includes the troposphere as well, so that its temperature changes are driven by radiative forcing (at the tropopause), but it is the ocean part of this system that contains most of the heat capacity. The mixed layer has a thickness of typically 100 metres. The lower layer, the “deep ocean”, is typically 1 km deep, and “communicates” with the mixed layer via diffusion of heat.
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The model variables are the change in mixed-layer temperature, (Tm, and the change in deep-layer temperature, (Td. Both are assumed to be zero at time zero – i.e. the system is initially in equilibrium.

Consider, first, the mixed layer, and ignore for a moment the diffusion of heat to the deep ocean. A radiative forcing, (F, is applied. If we assume that (F is positive, then the mixed layer begins to warm, and hence emits more energy to space, (Q, as the system tries to return to an equilibrium with its forcing.

The rate of change of (Tm, is then given by
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Here Cm is the heat capacity of the mixed layer (in  JK-1m-2) which is given by (cpdm where ( is the density of water (taken to be 1000 kg m-3), cp is the heat capacity of sea water (taken to be 4218 Jkg‑1K-1) and dm is the mixed-layer depth.

In equilibrium, this expression is zero, and so (F=(Q. But since we know that  (Tm=((F, we can write (Q=(Tm/(; i.e. by rearranging the radiative forcing equation, we get the change in energy emitted by the surface-troposphere system for a given change in its temperature.

Hence
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For the more mathematically inclined, this equation can, with the use of an integrating factor, be integrated, assuming boundary conditions of (Tm = 0 at t = 0, to give:
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For a number of simple radiative forcings (e.g. a constant value, sinusoidally or exponentially varying values) it is possible to solve equation (2) analytically – you may wish to try! An important consequence of equation (2) is that a natural time constant for the response of the climate system to a forcing is Cm(.

Including the diffusive flux of heat to the deep ocean, D, we have
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The only source of heat for the deep ocean is assumed to be the diffusive flux from the mixed layer so that
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where Cd is the heat capacity of the deep ocean given by (cpdd, where dd is the deep-ocean depth.

The heat flux due to diffusion in Wm-2 is given by
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where ( is a diffusion co-efficient.

The “baseline” values used here are (=0.67 K(Wm-2)-1 (equivalent to a 2.5 K warming for a doubling of CO2), dm=100 m, dd=900 m and ( = 1 x10-4 m2sec-1, but these can be varied by the user.

The model equations (3) to (5) are written in a simple finite difference form for solution on a computer. A time step of 1 year is assumed which means the model response to transient events (such as input of volcanic aerosols to the stratosphere) is not as accurate as it could be.

4. The model
The model is written as an Excel spreadsheet. Note that the y-axes on the plots automatically rescale depending on parameter choice, so be careful to check this scaling when comparing different runs.  It has five components.

SHEET 1 ‘FORCING’:  This gives, from 1850-1999, radiative forcings due to a number of natural and anthropogenic climate change mechanisms, all relative to 1750, from Myhre et al. (2001). The user can control the forcings used in the climate model using the (multiplicative) scaling factor in the first row of the data table. A value of zero will turn the forcing off; a value of one uses the Myhre et al. (2001) value. But, recognising the uncertainty in these forcings, other values of the scaling factor can be used to reduce or enhance the magnitude of an individual forcing, or even change its sign! The sheet also allows the user to input their own forcing in the penultimate column – this will be used in the exercises to put in idealised forcings.

CHART 1 ‘FORC PLOT’: This displays the total radiative forcing as a function of time, as given on the final column of ‘FORCING’, following the user’s choices.

SHEET 2 ‘CLIMATE MODEL’: This is the climate model itself. It uses the forcings selected in ‘FORCING’ and displayed in ‘FORC PLOT’. The user can vary a number of parameters shown at the top of the sheet – the climate sensitivity, (, the mixed-layer and deep-ocean depths, dm and dd, and the value of the diffusivity, (.

The results from the model are compared to the observed global-mean surface temperature changes (from Parker et al.(2000) ). One simple measure of the degree of agreement between model and observations, the root mean square error (RMSE), is displayed on this sheet. It is possible to use the “solver” function in Excel to find a value of, for example, (, that minimises the RMSE for a given choice of forcing – click Tools|Solver (if it is not installed, it should be accessible via Tools|Add-Ins). Note that this minimisation does not work for all choices of forcings. And don’t overuse this facility – the RMSE can be rather insensitive to large changes in input parameters – so unrealistic values of ( might give a scarcely better simulation than more realistic values.

CHART 2 ‘TEMP PLOT’: This compares (Tm with observations, both expressed as anomalies from the 1961-1990 mean.

CHART 3 ‘EQUIL TEMP’: This shows the actual temperature change (Tm along with the equilibrium temperature change (TE. This is the temperature change that would result if the radiative forcing in a given year was applied for a sufficiently long time for the system to reach equilibrium. The difference between (Tm and (TE indicates the thermal inertia of the system.

5. Some suggested exercises

(i) Timescales of climate response: One important aspect of climate response is that the large heat capacity of the oceans means that there is a delay between a forcing being applied and the climate fully responding. Those with more mathematical dexterity will be able to show directly from equation (2) that if a constant forcing (F is applied then the solution is
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but the model can also be used to illustrate this. Before you start, calculate the time constant Cm(, in years, using the default parameters. In ‘FORCING’ set all other forcings to zero and activate the “User’s” forcing – and set up a step change in forcing, of, say, 2.5 Wm-2 at 1900 – this value is chosen as it is roughly the well-mixed greenhouse gas forcing for the present day relative to 1750. Confirm you have a step change in ‘FORC PLOT’ and then look at the climate response in ‘EQUIL TEMP’ (there is no point in using ‘TEMP PLOT’ in this exercise). Note particularly the rate at which the model approaches the equilibrium temperature. How does this depend on ( and the mixed layer depth? How does the approach to equilibrium change when (  is set to zero? Does the dependence on ( mean that climate change is slower for larger values of (?
 Try the exercise for a pulse forcing (e.g. -2.5 Wm-2 for just a couple of years – like a quite strong input of volcanic aerosols to the stratosphere). How close does the model get to its equilibrium response and how does this depend on the variables? How much “memory” does the system have?

(ii) Real forcings: Add in the Myhre et al. (2001) best-estimate forcings and explore the impact on the quality of simulation (look at ‘TEMP PLOT’ and the RMSE diagnostic in ‘CLIMATE MODEL’, perhaps using the “solver” function described in Section 4). Try a simulation with only anthropogenic forcings, and only natural forcings. How much is the climate response to volcanoes and the 11-year solar cycle muted by the model? If there is no further increase in net radiative forcing after 1999 (due to a super-Kyoto Protocol!), how much more warming would you expect to see in the future and how much does this depend on the parameter settings?

(iii) Same answers for different reasons: By “legitimate” variations of ( and by scaling the various forcings within the IPCC forcing “error bars”, how easy is it to get a similar quality climate simulation for the different inputs? For example, can you get as good a simulation if you turn off the indirect aerosol forcing and change the value of (?

(iv) Some possibly unreal simulations: Some have claimed that solar forcing could, on its own, explain climate change, possibly via some amplification mechanism. If (and it is a big if!) the time variation of solar forcing is correct, but the magnitude is wrong, see if you can get a good simulation of climate by varying the scaling parameter and any other parameters.
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� The more "mathematical" of you might like to derive an approximate time constant for the deep layer. If � EMBED Equation.3  ���in (5) is written in finite difference form as � EMBED Equation.3  ���then, in the same way as (1), (4) can be integrated analytically to yield a time-constant of approximately � EMBED Equation.3  ���. Thanks to Brian Hoskins for pointing this out.


� Following on from footnote (1), those with more time might derive a timescale for the deep ocean; when ( is non-zero, can you see this timescale as well? For very large values of (, what happens?
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